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I. QUALITY METRICS

In this section we first overview some of the objective methodsfor summary evaluation proposed in

the literature. Next we present a new quality metric that addresses the problems of the current metrics.

A. Literature Review

[1] describes existing evaluation methods for video summarization and groups them into three different

categories: result description, objective metrics, and user studies. In the first category, the proposed

technique is applied to a few video sequences and the generated summaries are presented without any

comparison to other techniques. The second category of evaluation methods usually involve defining a

quality function that is computed from the extracted key frames and the original sequence. These methods

try to model the human perception of quality but there is no justification. Moreover, the proposed metric

is closely related to the technique used for extracting the set of key frames. Finally, methods in the last

category involve subjective studies where users are asked to judge the quality of the generated summary.

These methods are regarded the most useful form of evaluationhowever they are not widely employed

due to their difficult setup. In addition subjective studies cannot be automatized.

Authors in [2], define a distortion metric to evaluate the quality of the key frames extracted by their

algorithms. Since in their algorithms, each key frameki represents a time segment[τi−1, τi], all original

frames within this time segment are compared againstki. To compute the distance between two frames,

EMD [3] is used for short sequences (≤ 1 min) due to its complexity and for long videosL1 is applied. It

is not clear how this method can be applied for comparing summaries generated by different algorithms

since it relies on segment boundaries. In addition, EMD is computationally intensive whileL1 is very

sensitive to small movements of the objects in the scene.

In [4], key frames in the summary sequence are repeated in a Zero Order Hold (ZOH) fashion before

the distortion from the original sequence can be computed. Authors use a weighted combination of Color

Layout Descriptors (CLD) [5] and Motion Activity Descriptors(MAD) [6] to compute the distance

between individual frames. Same authors present a more general framework in [7]. Again key frames

are repeated using ZOH. All frames in the original and the reconstructed sequence are projected onto

a subspace of lower dimension through Principle Component Analysis (PCA) [8]. A Euclidian distance

metric is used to compute the distance between individual video frames. By using ZOH the authors

implicitly assumes that the key frames are the first frame in their respective shot. Thus, in effect for

general videos the metric may compare frames from differentshots which are totally different in content.

Another drawback for the proposed method is the intensive computation involved in PCA.
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A semi-Hausdroff distance metric is used in [9] to measure the fidelity of a set of key frames and

the set of original frames. The Hausdroff distance [10] is used for finding the distance between two sets

of points. Each point in setA is matched to its closes point in setB. The maximum over all these

distances is reported as the distance betweenA andB. To measure the distance between points (frames

in this case) different metrics can be used. Color histograms are proposed for this purpose due to their

efficiency. However, this results in a metric which is not sensitive to object movements.

B. Metric Design

Based on the above discussion of current quality metrics forsummarization applications, we first

outline some of the desirable characteristics of a good quality metric:

• It should be easily computable with low cost.

• It should be independent of the method used for extracting the key frames.

• No extra information other than the original sequence and the extracted key frames should be required

for computing the metric. For example it should not rely on shot boundary information.

• A good summary represents the original sequence with littleredundancy thus conveying the most

information. The quality metric should capture this redundancy in an effective way.

• The sensitivity of the quality metric to little changes in thescene (e.g. object movements) should to

be adjustable according to the desired degree of detail (summary length).

To address the above issues, we present a quality metric thatmeasures the redundancyR, for a set

of extracted key framesS. To calculate redundancy, we measure the similarity between successive key

frames using local color histograms. The basic idea is to augment the color histogram with some location

information in order to make a motion sensitive metric. Assuming all frame are of sizeW ×H, we define

a window of sizeL×H, whereL can be adjusted according to the summary length. Each frame istiled

with this window and a color histogram is calculated for eachpart resulting inW/L local histograms.

In addition to these local histograms,W/L average histograms are computed from all frames. These

average histograms are then subtracted from their respective local histograms in order to remove the

background effect. To compute the distance between two key framesKi, andKj , their local histograms

are subtracted from each other and the results are added up:

d(Ki, Kj) =

W/L∑

k=1

‖H i
k − Hj

k‖
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The effective redundancy of a sequence is then computed as sumof the distances between successive

key frames, wheren is the number of key frames in the sequence:

R(S) =

n−1∑

i=1

d(Ki, Ki+1)

The choice for window widthL, depends on the summarization factor. For longer summariesa smaller

value is chosen the metric is more sensitive to object movements.
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